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# 选题背景和意义

Android 是由 Google 公司以及开放手机联盟于 2007 年领导及开发的一种基于 Linux 的自由及开放源代码的操作系统，它被广泛使用于移动设备。第一部 Android 智能手机发布于 2008 年 10 月，随后，Android 逐渐扩展到平板电脑以及其他领域上，如数码相机、电视、游戏机、智能手表等。相比于传统的塞班（Symbian）移动操作系统，Android 具有以下三个优点：（1）开源性：开源的代码库、免费的开发软件、社区、第三方开源共享等特点吸引越来越多的 Android 系统开发者，在带来巨大的竞争的同时也使得 Android 系统在开放的平台中显得日益成熟。（2）丰富的硬件选择性：由于其开源性，很多厂商为了吸引更多的用户，对 Android 系统加以改造，推出功能特色各具的各种产品，而不会影响到数据同步、软件兼容等功能，从而不断丰富用户体验。（3）百万级别的 app 应用市场：无论国内国外均有能够为用户提供各种丰富 app 下载的 Android 应用市场，例如官方的 Google Play[1]，第三方市场安智[2]等。截至 2018 年 8月，Google Play 上可供下载应用数量超过 280 万款，总下载量近 3300 亿次。以上优点使得 Android 迅速成为了最流行的移动操作系统。根据研究公司 Gartner 提供的数据，在 2018 年第一季度，Android 已经占据了 85.9% 的移动操作系统市场份额[3]。

然而，Android 的开源性以及流行性也使它成为了 97% 恶意软件的主要攻击目标[4]，现如今各大平台市场上充斥着各种各样的恶意软件。根据 360 公司 2017 年 Android 恶意软件年度专题报告，2017 年全年，360 互联网安全中心累计截获 Android 平台新增恶意软件样本 757.3 万个，平均每天新增 2.1 万个[5]。从用户感染恶意软件情况看，2017 年 Android 用户感染恶意软件数量为 2.14 亿。除此之外，根据 Wang 等[1]在 16 个中国安卓市场以及 Google Play 官方市场上共计 600 万应用的大规模分析结果，中国安卓市场上大约 12.30% 的 app 被至少 10 个反病毒引擎报告为恶意，即使是 Google Play 官方市场，这一数据仍可达 2.09%。恶意软件的快速增长给移动智能手机用户带来了巨大的危害，包括资费消耗、隐私窃取以及远程控制等。资费消耗主要是针对手机用户的资费，强行定制服务并从中牟利。隐私窃取主要实现短信、通讯录和通话记录的获取，定位以及拍照等功能，收集用户的隐私数据、社交数据以及设备数据。远程控制主要是使用 http 协议接收服务器的控制指令实现指令操纵、信息回传以及本地恶意代码更新等。

尽管 Google 和原始设备制造商（OEMs）引入了安全增强功能，但是Android 设备仍然不断成为恶意软件活动的目标，并成功感染[6]。这些设备占针对移动设备的网络攻击的 98% 以上[7]，攻击者通过利用移动设备暴露的动态攻击面的各种攻击媒介来执行攻击[8]。虽然 Android 恶意软件的数量远少于 Windows 恶意软件[9]，但日益复杂化的威胁形势的持续演变[10]，使 Android 最终用户处于危险境地，长期面临感染风险[11]。

鉴于传统的防病毒措施，例如指纹识别和黑名单，已被证明在保护移动领域的最终用户方面效果极其有限[12]，特别是针对加密和零日恶意软件，需要将Android 恶意软件研究注意力转向机器学习、深度学习，以寻找更有效的恶意软件检测解决方案。针对安卓恶意软件检测研究领域，目前存在许多无法完全解决的困难，例如，采用不平衡、小且旧的数据集进行模型的训练与预测、采用没有更新完善措施的静态模型产生的概念漂移问题、深度学习预测黑盒的可解释性研究。

# 文献综述

目前，Android应用程序的主要安装文件格式是APK。尽管谷歌在2018年启用了新的文件格式AAB（Android APP Bundles）[23]，但AAB格式仅是为开发者上传应用程序而设计的，而用户下载的安装文件仍然是APK格式。因此，几乎所有研究都采用APK格式文件进行恶意软件检测。根据特征提取中是否需要执行应用程序，不同平台（例如Windows和Android）上的恶意软件检测方法可以分为3类，即静态方法、动态方法和混合方法[23]。对于Android恶意软件检测，静态方法从反编译获得的源代码中提取特征。动态方法通过在实际或模拟环境中运行APK文件来提取特征，然后获得相应的行为模式。混合方法集成静态和动态特征来描述应用程序的各个方面。总体而言，动态方法通常提供较高的检测精度并保证对未知恶意软件的检测能力。然而，检测过程很复杂并且需要大量的计算资源。此外，动态方法通常无法遍历应用程序的所有可能的执行路径，这可能会导致信息丢失。静态方法不需要运行应用程序，检测效率高，可有效用于大规模Android应用程序检测，因此大量研究采用静态检测方法。

静态方法主要有三类：图方法，表示APK文件各组成部分之间的关系，基于图结构实现检测；基于语义特征的方法，提取APK代码的语义特征；基于特征工程的方法，提取APK代码的语义特征。使用权限、意图和其他统计特征。对于基于图的方法，Gao、Cheng 和Zhang[24] 以及 Hei[25] 等人构建了一种同构信息网络（HIN）来表示一个数据集中的应用程序及其组件（例如 API 和权限）之间的关系。然后，使用这些关系来检测恶意软件。大多数图方法提取APK文件的结构特征并使用该特征进行检测。这种方法首先构建控制流图（CFG）或函数调用图（FCG）[26][27]等，基于Java函数或类等内部代码区域的关系，利用图卷积网络等模型来获取结构特征并实现分类。由于恶意软件的恶意行为通常包含在特定的代码区域（即图节点）中，因此在检测中融合代码的语义特征非常重要。然而，现有的图方法没有考虑节点的语义特征。一些图方法使用的节点特征是统计特征而不是代码语义特征[28]。 Milosevic、Dehghantanha和Choo[29]证明了代码的语义特征可以很好地反映 Android 恶意软件的恶意行为。然而，这些方法只关注语义特征，而没有考虑结构信息。

基于机器学习的检测系统的性能受到众多变量的影响，例如数据集、特征、标记精度、算法选择、超参数等。尽管重要变量数量众多，但它们可以抽象为两大类：数据相关和模型相关方面。尽管模型选择和建模假设很重要（例如，线性分类器无法对非线性数据集进行建模），但数据数量和质量是使用机器学习算法进行准确且可概括的数据建模的关键因素。Android恶意软件检测系统目前面临的大部分挑战都是与数据相关的方面。

考虑到 Android 恶意软件检测领域提出的基于机器学习的解决方案的高性能指标，数据问题可能看起来相对无关紧要，而与建模方面更相关。然而，对研究中使用的数据集的仔细研究可以发现数据问题的重要性。

表 1 Android 恶意软件研究中最常用的数据集

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 数据集名 | 恶意样本数 | 良性样本数 | 样本收集时间 | 恶意软件家族数 | 被引次数 |
| MalGenome[13] | 1260 | 0 | 2010-2011 | 49 | 2757 |
| Drebin[14] | 5560 | 123453 | 2010-2012 | 179 | 2218 |
| AMD[15] | 24553 | 0 | 2010-2016 | 71 | 412 |
| AndMal2017[16] | 400 | 5065 | 2015-2017 | 42 | 166 |
| AndMal2020[17] | 200000 | 200000 | - | 191 | 22 |
| MalDroid2020[18] | 11598 | 0 | 2017-2018 | 33 | 62 |

表1 总结了 Android 恶意软件研究中最常用的数据集。如表 1 所示，MalGenome 和 Drebin 是迄今为止使用最广泛的数据集。根据统计的被引用次数分析，82.8%的研究都使用了代表了十多年前的威胁状况的2010 年至 2012 年期间收集的数据。考虑到 Android 数据中威胁态势的动态演变，这使得这些数据集过于陈旧和过时，因此不能代表当前（甚至最近）的威胁态势，因为它们是在恶意软件功能和行为与恶意软件功能和行为明显不同时收集的。此外，Drebin 的较大规模数据集也存在重复项的问题[19]，这限制了可用数据，如果不解决，可能会引入数据窥探偏差的模型验证的一个显着问题，即数据泄漏。尽管存在这些重大问题，Drebin 最近依旧用作恶意软件的主要或单一来源[20]。表1中的一半数据集不提供良性样本。因此，为了构建检测模型，必须收集额外的数据样本，这些样本可能属于与恶意软件数据不同的时间范围。例如，一些研究可能使用 Drebin 的恶意样本并从 Google Play 或 AndroZoo 收集良性样本[21]。这可能会在数据之间引入时间偏差，并产生过度夸大且不具有代表性的结果。在提供两个类别（即合法样本和恶意软件样本）的数据集中，数据通常存在显着比例的不平衡，例如，Drebin 的类别比率为 1:2.2，而 AndMal2017 的类别比率为 1:1.2，许多机器学习算法对不平衡数据很敏感，生成有偏差的模型，如果报告不适当的指标，可能会产生误导性结果。为了避免由于类别不平衡问题而生成有偏差的模型，必须包含额外的数据，例如一些研究采用组合数据集或添加来自VirusShare和AndroZoo等软件存储库的额外样本，或模型生成管道中使用的数据平衡技术，这为建模过程增加了额外的复杂性。因此，对于主要基于单个恶意软件数据源的文献中提出的大多数方法都针对 Android 历史恶意软件检测进行了优化。然后，在特定时间段对恶意软件进行模型训练，并推广到未来数据，其中可能包括威胁类型和数据演变的重大变化。在这方面，大多数提出的检测解决方案既没有考虑这种场景，也没有提供模型更新机制。这意味着使用在特定时间点收集且从未更新的数据构建的静态模型被误认为可以很好地检测未来的数据，并能随着时间的推移保持其检测能力。这一现象忽略了恶意软件数据的演变，并使模型容易出现概念漂移及其对模型性能的退化影响。

大多数基于恶意软件检测模型都是静态模型，是不随时间更新的模型，因此用于构建模型的训练数据和用于评估模型的测试数据来自相同的数据分布。虽然这可能适用于某些应用领域，但大多数机器学习问题都面临非平稳数据分布，其中目标变量的统计属性或定义特征随时间以不可预测的方式变化[30]，这种现象称为概念漂移。一般来说，网络安全领域，特别是 Android 恶意软件检测，其特点是威胁形势的不断演变（例如，恶意软件的演变或新家族的出现）。因此，如果不采取自适应措施，Android恶意软件检测的静态模型很容易出现概念漂移问题，随着时间的推移，会导致性能下降和模型过时。尽管如此，研究文献中提出的绝大多数 Android 恶意软件检测解决方案都是静态模型，忽略了概念漂移，并且没有提出或考虑任何自适应措施（例如模型更新机制或再训练计划）。因此，这些模型只是针对 Android特定时间段数据的基于 ML 的优化，将无法有效处理训练数据集中未表示的新数据和进化的数据。此外，随机分割数据集的通常做法忽略了概念漂移和数据样本之间的时间顺序的存在，导致训练集和测试集之间的历史一致性被破坏[31]，产生由数据窥探导致的有偏见、过度夸大和历史不连贯的结果。这是大多数 Android 恶意软件检测研究中存在的主要验证缺陷。

可解释的人工智能（XAI）旨在揭示机器学习模型预测背后的决策过程，这些模型大多被视为黑盒模型（即特别是基于深度学习的系统）。应用解释方法来理解检测模型及其预测不仅可以提供有关模型行为的相关信息，还可以提供有关数据集行为的相关信息本身（即 Android 恶意软件检测中的威胁态势）。例如，Guerra-Manzanares[32]等人利用特征重要性演化来理解系统调用数据上的概念漂移问题，之后Guerra-Manzanares[33] 等人对此进行了扩展用于基于设备的分析，Guerra-Manzanares[34] 等人提供了针对安全权限和特定恶意软件系列的类似分析。尽管该领域的一些研究强调了预测的可解释性对于审查模型输出以改进检测机制的重要性[35]，但 XAI 技术在网络安全和网络安全领域的范围和应用尤其是 Android 恶意软件检测仍然有限。在这方面，Scala[36]等人使用可解释性方法来查找 Android 应用程序使用的最有歧视性的 API 调用，而 Kinkead[35] 等人使用 LIME 查找总体分类和特定恶意软件家族的最重要的全局特征。Karn[37]等人比较了用于基于云的恶意软件检测的不同 XAI 技术，Iadarola[38] 等人提出了一种用于 Android 恶意软件检测和家族识别的可解释深度学习模型。尽管解释方法并非没有局限性和假设，所以其输出结果必须仔细对比和分析，但当应用于高性能模型时，它们不仅可以用于满足法律要求并进行准确预测，还能帮助理解模型预测结果以及提取相关的数据解释。

# 3 论文主要研究内容

## 3.2 研究内容

为了实现安卓恶意软件检测模型的高效训练和准确检测，提出一种基于潜在语义分析的安卓恶意软件检测模型。研究内容包括一下方面：

1. 构建能体现随时间变化而不断进化的多阶段数据集

针对安卓恶意软件不断进化的特点，构建一个能够反映恶意软件随时间变化的多阶段数据集。该数据集将包含不同时间段的恶意软件样本，以捕捉其演变特征，为模型训练提供丰富的时序信息。实现数据预处理和特征提取流程，以确保数据集能够有效地用于模型训练。

1. 新型调用图设计

设计一种新型调用图，该图不仅包含程序的结构信息，还融合了代码中潜在的语义特征。通过结合传统的控制流图和数据流图，以及引入自然语言处理技术，提取代码中的语义信息，增强模型对恶意行为的识别能力。构建一个深度融合网络，该网络能够同时处理结构信息和语义信息，以提取更全面的图特征。

1. 深度融合网络构建

利用图神经网络（GNN）技术，特别是图注意力网络（GAT），构建一个能够处理结构化图数据的深度学习模型。该模型将对新型调用图中的节点和边进行编码，以学习节点的潜在表示，进而用于恶意软件的二分类任务。研究和优化网络结构，以提高模型对复杂图结构的处理能力和分类准确性。

1. 潜在语义信息的解释机制

开发一种解释机制，用于解释模型的预测结果，特别是模型如何利用潜在语义信息进行恶意软件检测。该机制将帮助研究人员和用户理解模型的决策过程，提高模型的可解释性和可信度。探索可视化技术，以直观展示模型如何关注特定的代码语义特征，以及这些特征如何与恶意行为相关联。

1. 模型训练与评估

设计和实现模型的训练流程，包括损失函数的选择、优化算法的应用以及超参数的调整。采用交叉验证和多个评估指标（如准确率、召回率、F1分数等）来评估模型的性能。与现有的恶意软件检测模型进行比较，以验证所提出模型的有效性和优越性。

## 3.2 拟解决的关键问题

本研究旨在解决以下关键问题，以确保提出的安卓恶意软件检测模型的有效性和实用性：

1. 多阶段数据集的构建与动态特征捕捉：

如何构建一个全面且具有代表性的多阶段数据集，以反映安卓恶意软件随时间的演变特征。以及在数据集中捕捉和表示恶意软件的行为动态和语义变化。

1. 新型调用图的设计挑战：

如何设计一种新型调用图，有效地融合代码的结构信息和潜在的语义特征。如何确保新型调用图能够为深度学习模型提供有用的特征，以提高恶意软件检测的准确性。

1. 深度融合网络的构建与优化：

如何构建一个能够处理结构信息和语义信息的深度融合网络，并确保其有效性。如何优化网络结构和参数，以提高模型对复杂图结构的处理能力和分类准确性。

1. 潜在语义信息的解释与可视化：

如何开发一种有效的解释机制，以解释模型如何利用潜在语义信息进行检测，以及通过可视化技术直观展示模型的决策过程和关注的特征。

1. 模型的泛化能力与实际应用：

如何确保模型在不同类型的恶意软件样本上具有良好的泛化能力。如何在实际应用中评估模型的性能，特别是在面对新型恶意软件时的适应性和鲁棒性。

## 3.3 拟采取的研究方法

本研究将通过以下步骤来实现安卓恶意软件检测模型的研究和验证：



1. 应用程序数据集构建：

从Drebin、VirusShare、CICMalware2020等数据源中，按照样本收集的时间，提取出四个时间段（2010-2012、2013-2016、2017-2018、2019-2023）的恶意软件样本。从AndroZoo软件库中下载与恶意样本相对应的良性样本，按照恶意样本与良性样本1:2的比例组合成四个数据子集，以确保数据集的平衡性和代表性。

1. 敏感API数据集构建：

从安卓开放源代码项目（AOSP）中提取所有安卓系统API信息，包括所需权限敏感度，建立敏感API数据集。该数据集将用于识别和标记应用程序中使用的敏感API，为后续的恶意行为检测提供关键特征。

1. 应用程序反编译与类调用图构建：

使用JADX对应用程序进行反编译，获取Java源代码，并构建应用程序的类调用图。设计构建算法，对属于同一个包的类节点和第三方库的类节点进行动态合并压缩，以简化图结构。删除与敏感API匹配度低的节点，进一步压缩图的大小，生成类调用子图，以提高后续处理的效率。

1. 潜在语义主题提取

对源代码进行词法分析，将源代码转换为可以进行机器学习处理的向量形式。采用LDA（Latent Dirichlet Allocation）或HDP（Hierarchical Dirichlet Process）等主题模型，从源代码的向量表示中提取潜在语义主题。

这些模型能够识别源代码中相似的语义模式，并将它们归类为不同的主题，为后续的特征提取提供丰富的语义信息。考虑使用预训练的语言模型，如BERT或GPT，来进一步增强对源代码语义的理解，尤其是在处理复杂的代码结构和上下文依赖时。

1. 特征提取与融合：

使用带有最大池化的图神经网络（GNN）从类调用子图中提取特征。这个过程涉及潜在语义主题特征和图结构特征的融合，以捕捉代码的全局和局部结构信息，以及代码中蕴含的语义信息。设计图注意力机制，使模型能够自适应地关注对分类任务更重要的节点和边，提高特征提取的准确性。

1. 模型训练与优化：

采用深度学习框架 PyTorch，实现图神经网络模型，并在构建的数据集上进行训练。通过交叉验证和调整超参数，优化模型的性能，确保模型在不同数据子集上具有良好的泛化能力。使用早停法（Early Stopping）和正则化技术防止模型过拟合。

1. 模型评估与验证：

采用准确率、召回率、F1分数等指标对模型进行评估，并与现有恶意软件检测模型进行比较。分析模型在不同类型恶意软件上的检测效果，以及在面对新型恶意软件时的适应性和鲁棒性。

# 4. 可行性分析

## 4.1 技术可行性

**数据集的可用性**：已有的公开数据集如Drebin、VirusShare、CICMalware2020和AndroZoo提供了丰富的恶意软件和良性样本，这些数据集的可用性为本项目的多阶段数据子集构建提供了基础。

**图神经网络技术的成熟度**：图神经网络（GNN），尤其是图注意力网络（GAT），在处理图结构数据方面已经显示出了优异的性能，这为本项目中新型调用图的设计和深度融合网络的构建提供了技术支持。

**自然语言处理技术的进步**：随着自然语言处理（NLP）技术的发展，特别是主题模型如LDA和HDP的应用，使得从源代码中提取潜在语义主题变得可行。

**深度学习框架的支持**：现有的深度学习框架，如TensorFlow和PyTorch，提供了构建和训练复杂神经网络模型的工具和库，这些框架的灵活性和强大的社区支持为本项目的实现提供了便利。

## 4.2 资料来源或实验设备的可能性

**资料来源**：

公开数据集：Drebin、VirusShare、CICMalware2020和AndroZoo。

学术论文和研究报告：通过Google Scholar、IEEE Xplore、ACM Digital Library等数据库获取。

开源项目和代码：GitHub和GitLab等平台提供了大量的开源项目和代码，可用于参考和实验。

**实验设备**：

实验环境：本项目的实验环境将基于实验室提供的工作站电脑

操作系统：Linux Ubuntu 22.04 LTS

计算资源：GPU：RTX4080和CPU：i7-14700k提供了足够的计算能力来训练和测试深度学习模型。

存储资源：至少10TB的硬盘空间。

# 5. 计划安排

|  |  |
| --- | --- |
| 考核时间节点（年/月） | 阶段目标（阶段考核指标） |
| 2025年01月-04月 | 统筹规划，完成项目总体方案论证，包括完成项目的可行性研究、需求分析、项目任务规划， 并完成相关文档的编写 |
| 2025年05月-08月 | 实现所有设计的策略并验证实 验，完成小论文 |
| 2025年09月-12月 | 丰富实验，踏实开展对比工作 |
| 2026年01月-03月 | 撰写毕业论文做好参加毕业答辩之前的材料准备 |
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